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Practical aspects regarding the acquisition and processing of 3D heteronuclear data sets 
are discussed, with particular emphasis on the 3D NOESY-HMQC experiment which 
combines the 2D NOE and the heteronuclear multiplequantum coherence (HMQC) 
experiments. Slices through the 3D spectrum are equivalent to ‘5N-filtered 2D NOESY 
spectra and exhibit sensitivity similar to that obtained in regular 2D NOE experiments. 
We discuss experimental procedures for obtaining maximum resolution with a relatively 
small number oft, and t2 increments. In addition, a simple and efficient procedure for 
performing the third Fourier transformation that permits use of standard 2D software 
for processing in the other dimensions is described. Other important aspects of the data 
processing concern optimal digital filtering, noninteractive phasing, and minimization 
of the space needed for the processed data. @ 1969 Academic press, I~C. 

Recently a number of groups have reported the use of three-dimensional NMR 
techniques for the simplification of complex spectra ( 1-8). For example, homo- 
nuclear ( ‘H) 3D techniques, combining J connectivity and NOE information, have 
been applied to a number of protein systems, clearly demonstrating the applicability 
of such techniques (5, 7). However, there is a fundamental limitation associated with 
the application of homonuclear techniques to the study of increasingly larger pro- 
teins: Proton magnetization decays rapidly in the time required for the scalar transfer 
of magnetization between spins, necessary for the labeling of the magnetization. In 
this regard, heteronuclear 3D techniques can be much more sensitive (provided that 
isotopic enrichment is used) since the transfer of magnetization between the hetero- 
nucleus and a directly coupled proton proceeds via a scalar coupling which is much 
larger than typical ‘H linewidths (6,8). Also, the number of resonances in the hetero- 
nuclear 3D experiment is similar to that for two-dimensional NMR spectra; in con- 
trast, the number of resonances in homonuclear 3D spectra is much larger. The rela- 
tively high sensitivity and the reduction in spectral overlap make the heteronuclear 
3D experiment ideally suited for the study of proteins that are too large for detailed 
studies with the conventional 2D approach. Heteronuclear 3D experiments that sepa- 
rate conventional 2D spectra such as NOESY (9,10), TOCSY /HOHAHA ( I1,12), 
or COSY ( 13-15) according to the 15N chemical shift of the amide nitrogen are par- 
ticularly useful because of the relatively large 15N chemical-shift dispersion ( 16). 

Heteronuclear 3D NMR techniques require isotopic labeling of the system to be 
studied. For proteins this may be easily achieved by addition of suitably labeled nutri- 
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FIG. 1. Pulse scheme of the 3D NOESY-HMQC experiment. The ‘H carrier is positioned in the center 
of the amide region, and a DANTE type presaturation of water is used ( 31) . The phase cycling used is as 
follows: $I = x, y, -x, -y; fi = 4(x), 4(-x); Acq. = 2(x), 4(-x), 2(x), with data for odd and even 
numbered scans stored separately. The entire sequence is repeated with $ incremented by 90’ to obtain 
complex data in the F2 dimension. The first ‘H pulse is applied only for the first scan of each new t, 
increment and serves to establish a steady state of magnetization. A is set to a value slightly less than 1 / 2 JNH 
(4.5 ms) to minimize relaxation losses. The delay T is carefully adjusted to maximize water suppression (T 
= 1 /( 21n,o)), where 8H,0 is the offset of water. Depending on the spectrometer convention, the phases of 
the off-resonance presaturation pulses may have to be (x, -y, -x, y) or (x, y, -x, -y). 

ents to the growth medium of microorganisms that contain the expression system for 
the molecule of interest ( 16, 17). 

In a recent communication (8)) we reported on the application of a NOESY-heter- 
onuclear multiple-quantum coherence (NOESY-HMQC) 3D experiment to the pro- 
tein staphylococcal nuclease (S. Nase). The final 3D spectrum obtained from this 
experiment displays NOE information between amide protons ( F3) and other pro- 
tons in the protein ( F1 ) that are in close spatial proximity to the amide protons. The 
3D spectrum is a collection of 2D (F,- F3) NOE maps separated in the F2 dimension 
according to the “N chemical shift of the corresponding amide nitrogen. In addition 
to providing information necessary for sequential assignment of the backbone reso- 
nances (NH, CaH), the spectrum provides many of the distance constraints neces- 
sary for a structure determination. 

As will be discussed below, high-quality heteronuclear 3D spectra can be recorded 
on samples of relatively low concentration ( l-2 mM) . In this paper the experimental 
aspects of the NOESY-HMQC pulse scheme will be discussed first, followed by an 
outline of several important practical considerations for the minimization of both 
data storage requirements and measuring time. Finally, a very effective and simple 
new strategy for the processing of 3D data will be presented, largely using existing 2D 
processing software. 

THE NOESY-HMQC PULSE SCHEME 

Figure 1 shows the NOESY-HMQC pulse sequence used in our laboratory. In the 
discussion that follows the convention of Griesinger et al. (2,3) will be used, whereby 
the detection period is called t3 and the two preceding evolution periods are referred 
to as tl and tZ. The variables t, and t3 represent the “regular” time variables in the 
NOESY experiment and t2 and t3 are the “regular” time variables in the HMQC 
experiment. As in the NOESY experiment, ‘H magnetization excited by application 
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of the ‘H 90: pulse is chemical-shift labeled during t, and is transferred during the 
mixing time (7,) to all spins in close spatial proximity. 15N decoupling is employed 
during tr to remove heteronuclear scalar couplings. A homospoil pulse is applied in 
the middle of the mixing time to minimize coherent transfer of magnetization be- 
tween scalar-coupled spins ( 18). For reasons to be discussed later, the carrier is posi- 
tioned in the center of the amide proton region, and to obtain coherent presaturation 
of the Hz0 resonance ( 19) a novel DANTE-type sequence is used. An analysis of this 
scheme is presented in the Appendix. Only a very weak presaturating RF field ( lo- 
15 Hz) is used, providing attenuation of the intense Hz0 resonance by about a factor 
of 20, and saturating only a very narrow band of CaH resonances ( ~0.1 ppm) that 
are very close to the Hz0 frequency. After the NOE mixing time, T, , the application 
of an off-resonance jump-and-return read pulse, 45:-r-451:, generates transverse ‘H 
magnetization. The delay T is adjusted to minimize excitation of water magnetization 
that has recovered during the mixing time or escaped saturation (7 x 1 /( 26,,o)). 
The small amount of spurious transverse Hz0 magnetization generated by the care- 
fully calibrated 180” pulse at the midpoint of the t2 period does not present any dy- 
namic range problems and is removed from the 2D spectrum by the “N filtering 
effect of the HMQC sequence. The sequence that follows the NOE mixing period is 
similar to the regular ‘H- 15N HMQC shift correlation scheme (20, 21) (sometimes 
named forbidden echo (26)), and with phase cycling of the first 90” 15N pulse, only 
signals from protons directly attached to 15N remain during the detection period, t3. 
For every t2 value, a 2D data set is obtained with only amide protons in the detected 
( F3) dimension and all protons in close spatial proximity to the amide protons in the 
F, dimension. The intensity of an H-NH cross peak in such a 2D spectrum is modu- 
lated as a function of t2 by the “N chemical shift, and Fourier transformation with 
respect to t2 of the ( Fk, t2, F3) spectra results in the final 3D spectrum. For reasons to 
be discussed later, the Fourier transformations are executed in a different order. 

At first sight, it may appear undesirable to record only the NH protons in F3 and 
all protons in the F, dimension because this requires a larger minimum number of 
experiments to obtain sufficient digitization. Indeed, Fesik and Zuiderweg have re- 
corded a 3D spectrum of a tripeptide dissolved in a deuterated solvent using an 
HMQC-NOESY 3D scheme (6)) instead of a NOESY-HMQC scheme (8). In the 
former sequence, the NH proton shifts are recorded in the F2 dimension. Note how- 
ever, that the sensitivity of the experiment (given identical total measuring times) is 
essentially independent of this choice (22). Our choice for the scheme of Fig. 1 is 
based on the necessity to observe the crucial NH-Ha connectivities that otherwise 
would be buried in the wings of the intense Hz0 resonance. At the low concentrations 
used ( l-2 mM) typically a width of at least 0.7 ppm centered about the water is 
unobservable in the (F, , F2) = (NH, CaH) region of 2D NOESY spectra. 

Since only NH resonances are detected during t3, it is desirable to position the 
carrier at the center of the NH region. This minimizes the size of the data matrix that 
needs to be recorded. 

Because of the large number of ( tl , t2) experiments needed for a 3D spectrum with 
sufficient digital resolution, only a limited number of scans can be acquired for every 
( tl , t2) value. Therefore, only a relatively short phase cycle can be utilized. In practice, 
we find it sufficient to use a 16-step cycle, incrementing the phase of 4 in 90” steps to 
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FIG. 2. Spectrum of S. Nase indicating the positioning of the ‘H carrier for recording the 3D experiment. 
The spectral windows employed in F, and F, are indicated in the top of the figure. Using either an acquisi- 
tion (real or complex data in t, ) or a processing procedure (complex data in t, ) the carrier position is 
shifted in the F, dimension and an unfolded spectrum can be obtained. This is illustrated by the middle 
spectral window where the hatched region indicates the portion of the window that has been shifted. 

obtain complex data in the F, dimension and to suppress axial peaks at F, = 0; the 
phase J/ is incremented in 90” steps to obtain quadrature information in the F2 dimen- 
sion and to eliminate signals during t3 from protons not attached to 15N. Because of 
the small number of scans per (t, , t2) value, the use of dummy scans to establish a 
steady state of magnetization prior to each new ( tI , t2) value is undesirable.’ Instead, 
we use a single 90” pulse (Fig. 1) prior to the start of each new ( tl , t2) experiment. 

PRACTICAL CONSIDERATIONS FOR MAXIMIZING F, AND F2 RESOLUTION 

Figure 2 illustrates the regular 1D spectrum of S. Nase with the carrier positioned 
in the center of the NH region. At first glance, it might appear that with the carrier in 
this position, a very large spectral window would be required in the F1 dimension 
since resonances showing NOE connectivities to the NH protons lie in all regions of 

1 The number of dummy scans required and hence the actual savings in acquisition time is highly depen- 
dent on the dead time between each experiment (i.e., the time spent in disk I/O transfers and reioading of 
the pulse programmer) and varies for different types of spectrometers. 
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the ID spectrum. A large spectral window would, of course, result in the need to 
acquire a large number of ti increments for sufficient resolution. In fact the F, spectral 
window that we employ is much smaller than might be anticipated and is indicated 
by the window marked F1 in the figure. Use of this smaller spectral window is possible 
without introducing confusing folding artifacts by employing one of two different 
procedures depending on whether real data, acquired by TPPI (23)) or complex data, 
acquired by the method of States et al. (24)) are obtained in t1 . 

For the TPPI case, the phase of the proton pulse immediately preceding the t, 
period can be incremented by a/4 for successive ti increments, instead of the usual 
a/2 increment.’ Incrementing the phase by a/2 decreases the measured precession 
frequencies of all spins by SW/2 Hz (SW, spectral width) relative to the carrier, such 
that after a real Fourier transformation no folding is obtained for resonances that are 
within &SW/2 of the carrier. By incrementing the phase by 7r/4 the precessional 
frequencies are decreased by SW/4 Hz (instead of SW/2 for regular TPPI), and 
resonances between SW/4 and -3SW/4 Hz of the carrier are not folded. In other 
words, by incrementing the phase of the first ‘H pulse by r/4 the carrier is effectively 
moved downfield by SW /4 and folding of the data does not occur. In this way spectra 
can be acquired in which the position of the carrier need not be fixed from one ‘H 
dimension to the next. 

If complex data are acquired in ti (using the method of States et al. ) the preces- 
sional frequencies of all signals must be increased by SW/4 so that the carrier is 
positioned in the center of the spectrum prior to Fourier transformation of the data. 
This can be achieved using a procedure analogous to that discussed for TPPI data 
acquisition with the exception that the phase of the acquired signal must now be 
shifted by - a/2 for each ti increment.’ Note that the sign of this phase shift is oppo- 
site to that required for real data since the carrier must be shifted in the opposite 
direction. In addition, the magnitude of the phase shift is doubled since for complex 
data the phase shift per data point is twice as large as for real data. Alternatively, 
shifting the carrier upfield can be performed during the data processing stage by mul- 
tiplication of the time domain data S( ti, t2, t3) by exp { iat, /( 2At,)}, where At, is 
the t, increment value. Such multiplication can conveniently be accomplished by 
using the routine that normally is used for the linearly frequency-dependent phase 
correction of frequency-domain data (20,25,26). 

In the 15N dimension (F,), the carrier is positioned near the center of the amide 
region. Folding of a few resonances near the outer edges of the “N chemical-shift 
region can be used in the 3D experiment provided that a 2D ‘H- 15N correlation map 
with a sufficiently large “N spectral width is initially recorded. If the first t2 increment 
(including the 180” ‘H pulse plus 4/a times the 90” i5N pulse, as will be discussed in 
the processing section) is set to At, / 2, the linear phase correction will be 180”, and the 
folded resonances will appear with opposite phase relative to the unfolded resonances 
(provided that complex data are acquired in the t2 dimension) making them easily 
identified. Use of extensive folding in the F2 dimension may lead to signal cancella- 
tion of resonances with opposite sign and therefore should be avoided. As mentioned 

’ Depending on the convention of the spectrometer, the sign of the phase increment may have to be 
reversed. 
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FIG. 3. Flowchart indicating the steps taken in processing the 3D data matrix. *If complex t, data were 
recorded. 

before, the amide “N resonances show a substantial chemical-shift dispersion ( = 35 
ppm). However, because of the low magnetogyric ratio of “N, the spectral width 
required in the 15N dimension is relatively small, and only a modest number of t2 
increments is needed for a t2 acquisition time on the order of T2. Longer t2 acquisition 
times would result in poorer sensitivity per unit of measuring time. 

We have recorded 3D experiments on our Bruker-AM and Nicolet-NT spectrome- 
ters as sets of 2D experiments, using standard 2D pulse programming procedures. 
The t2 delay is incremented after acquisition of each 2D data set is completed. 

PROCESSING STRATEGY 

Figure 3 shows a block diagram of the steps involved in the processing of the 3D 
data set. As mentioned above, the data for each t2 value are acquired and stored as 
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separate 2D data sets. For each t2 value, two 2D data sets are acquired, corresponding 
to the real (rl/ = x, -x) and the imaginary (J/ = y, - y) data in the t2 dimension. The 
processing strategy that we use considers the data as a set of 2N 2D ( tl , t3) NOESY 
matrices, where N is the number of complex t2 points. To this end, the data are first 
processed in the t2 ( 15N) dimension, using simple software routines to be discussed 
later. The t2 Fourier transformation is performed efficiently, without changing the 
data structure by transposition routines. This facilitates the use of any commercially 
available software for the subsequent transformations in t, and t3. The software devel- 
oped for processing in the t2 dimension is written in modular form, with all manipula- 
tions that would normally be applied to each point in a one-dimensional process now 
applied to each (t, , t3) 2D matrix. The software is written for complex t2 data, al- 
though, with a straightforward modification, real data can be processed as well. 

The first steps in processing of the data in the t2 dimension are the application of a 
weighting function and zero-filling. In the t2 dimension, we typically use a doubly 
phase shifted sine-bell window function, shifted by about 60” at the beginning of the 
window and by about IO” at the end. The phase shift at the end of the sine bell is used 
to avoid too low a weighting factor for the last t2 increments, improving sensitivity 
and resolution slightly, at the expense of a small (in practice not noticeable) increase 
in truncation artifacts in the F2 dimension. Zero-filling in the F2 dimension is essen- 
tial; doubling the length of the time-domain data by adding zeroes to the end of the 
time domain is sufficient for providing adequate digitization in the frequency do- 
main. 

Fourier transformation in the t2 dimension is accomplished using a modified ver- 
sion of a one-dimensional fast Fourier transform routine (FFT) which calculates the 
discrete complex Fourier transform of a set of Npoints, where Nis a power of 2 (27). 
Figure 4 illustrates the manipulations that must be performed on the (t, , t3) planes 
in carrying out a t2 transform. The FFI routine that we employ consists of two dis- 
tinct parts: the bit reversal routine and the Danielson-Lanczos (butterfly) algorithm. 
During the first step, each ( tl , t3) plane is reshuffled according to the prescription 
given for each point in the ID transform. Because of the convenient storage of each 
(t,, t3) plane as an individual file this only amounts to a renaming of the planes 
(without the lengthy process of physically moving the data). This is indicated sche- 
matically in Fig. 4 where the labels of the two planes highlighted are interchanged 
with their relative positions in the data matrix remaining fixed. When points Nk and 
N, are combined in the subsequent section of the 1D transform (butterfly 
algorithm), the equivalent combination of all points in planes corresponding to the 
points Nk and N, in t2 must be performed. A detailed description of the mechanics 
of the discrete 1 D Fourier transform is provided in reference (27). Upon completion 
ofthe Fourier transformation, a ( tl , F2, t3) matrix is obtained with the zero frequency 
at one end of the spectrum. The data are reshuffled so that the carrier frequency is 
placed in the middle of the spectrum with positive and negative frequencies to the 
left and right of the carrier, respectively, in accord with NMR convention. 

After Fourier transformation, the data are phased using a noninteractive phasing 
procedure (28). To a good approximation, the first 90” “N pulse can be replaced by 
a 6 pulse followed by a delay of 27& “N)/a, where 790.( “N) is the duration of the 
90” 15N pulse. Similarly, the final 90” “N pulse may be replaced by a 6 pulse preceded 
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FIG. 4. Schematic representation of the Fourier transform process in z~. Each (t, , t,) NOESY plane is 
manipulated according to the prescription for each point in a 1D transform. The transform is divided into 
two sections. The first consists of a bit reversal routine whereby the planes are renamed appropriately. The 
planes are then recombined according to the “butterfly algorithm” (27) to generate a (t, , F2, t,) data set. 

by the same delay. In the sequence depicted in Fig. 1, the first value of tr! is effectively 
equal to T = 7i8&rH) + (4/a)7& “N) + &(O), where t*(O) is twice the value of 
the initial delay between the end of the 90 o 15N pulse and the beginning of the 180” 
‘H pulse. Therefore, a linear phase shift correction across the spectrum of ( T/A&) 
X 360” is required in F2 (28)) where At2 is the dwell time in the t2 dimension. A zero- 
order phase correction must be applied in order to ensure that the phase at the center 
of the spectrum is zero. In a similar fashion, a linear phase correction of ( T’/ At,) 
X 360”, with T’ = (4/7r)790-( ‘H) + tl (0), is required in F, , where At, is the dwell 
time in t, and t, (0) is the initial value of the delay between the first two 90” ‘H pulses. 
In our experience, the calculated phase parameters are at least as accurate as phase 
parameters obtained manually. At this stage of the process, the imaginary data in F2 
can be discarded, reducing the size of the data matrix to the size it had before zero- 
filling in t2. In the case of data acquired in the complex mode in t, , an additional 
linear phase correction of the t, time-domain data is applied to shift the carrier posi- 
tion to unfold the spectrum, as discussed above. Since the parameters for both the 
phasing and the unfolding processes can be calculated without visual inspection of 
any of the Fourier-transformed spectra, all of the processes described in Fig. 3 can be 
executed automatically. On the SUN-4- 110 system used for data processing, a (2 
X 128) X (2 X 32) X (2 X 256) (t, , t2, t3) matrix consisting of single precision floating 
point data requires approximately 1.5 hours to reach this stage of processing. As the 
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diagram in Fig. 3 indicates, existing commercial software is used to process the 2D 
NOESY planes which are then stored as separate 2D files on disk. 

Several points pertaining to the software that we have developed deserve attention. 
First, it is not necessary to do the initial processing of the data in the dimension in 
which it is acquired (F3 in this case, F2 in the case of 2D experiments). Having the 
flexibility of processing the data in another dimension first may have certain advan- 
tages for both 3D and 2D experiments. For example, for the 3D experiment of Fig. 
1, processing of the data in t2 generates a set of standard NOESY spectra. If particular 
NOE information is required it is not necessary to process all the data; the pertinent 
information can simply be extracted from a single (t, , t3) slice, taken at the appropri- 
ate 15N chemical shift. Extensive zero-filling may then be used for this relatively small 
2D matrix. A second advantage lies in the fact that for a 2D spectrum the F1 phasing 
parameters and for a 3D spectrum both the FI and the F2 phasing parameters can be 
calculated exactly. Obtaining the exact phasing is sometimes more difficult in F3, in 
particular if one must use a t3 slice through the ( tl , t2, t3) time-domain data, where a 
single FID typically yields a spectrum with a poor signal-to-noise ratio. In the case of 
2D NMR data similar problems with phasing in F2 exist. Most existing 2D software 
packages either save real and imaginary data in both dimensions, which requires sub- 
stantial storage capabilities, or require that processing be first carried out in F2 fol- 
lowed by discarding of the imaginaries. In the latter case, it is not possible to rephase 
the data in F2 once the imaginaries are discarded. By processing the data first in the F, 
dimension using the calculated phasing parameters and discarding the imaginaries, 
followed by processing of the data in F2, it is possible to rephase in this dimension 
several times if necessary. Our approach for processing of 3D data does not require 
the use of a time-consuming data transposition, and moreover, commercial software 
can be used to process the two “standard” dimensions of the 3D data set after the 
third dimension is processed. All modules are written in the C programming language 
and have been implemented on a SUN 4 computer. They are available upon request. 

Figure 5 presents two NOESY slices taken from a crowded region of the 3D spec- 
trum at 15N chemical shifts of 116.8 and 118.2 ppm. The 3D spectrum was recorded 
in 2.5 days on a NT-500 spectrometer, on a 1.8 mM solution of S. Nase complexed 
with pdTp and Ca*+, in 90% H20/ 10% D20 at pH 7.5, 35°C. The sensitivity of the 
3D spectrum is similar to that of the conventional NOESY spectrum (data not 
shown), but the severe overlap of cross peaks that is present in the 2D spectrum is 
almost completely removed. 

The heteronuclear 3D experiment described above generates absorptive 3D spectra 
that have in-phase multiplets. This is particularly important for applications to large 
molecules where short T2 values and signal overlap often cause extensive cancella- 
tions of antiphase signals (29). During the HMQC portion of the 3D experiment, 
favorable multiple-quantum T, relaxation rates are operative, due to the fact that to 
first order the ‘H- “N dipolar interaction does not contribute to the relaxation pro- 
cess (30). This may be particularly important for proteins significantly larger than S. 
Nase, where T2’s rather than digitization will determine spectral resolution. More- 
over, heteronuclear 3D experiments have the advantage that the flow of magnetiza- 
tion can be restricted without the need for selective pulses (2). For proteins signifi- 
cantly larger than about 10 kDa, techniques relying on the ‘H-‘H Jcoupling such as 
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FIG. 5. F, / F3 slices at 15N chemical shifts of 116.8 and 118.2 ppm recorded with the scheme of Fig. 1, 
for an NOE mixing time of 125 ms. The spectrum results from a 128 X 32 X 256 complex data matrix, 
with acquisition times of 23,2 1, and 64 ms in the t, , tz , and tr dimensions, respectively. The total measuring 
time was 2.5 days. Zero-filling was used in all three dimensions to yield a 256 X 64 X 5 12 matrix for the 
absorptive part of the 3D spectrum. Note that in the NH-NH region of the spectra the cross peaks are 
asymmetrically distributed about the diagonal. Only in cases where the 15N chemical shifts of both amide 
nitrogens overlap in the F2 dimension (e.g., L 125 and R 126 in the left panel) will cross peaks be symmetri- 
cally positioned about the diagonal. 

COSY and HOHAHA/TOCSY rapidly become less efficient. However, preliminary 
results obtained with the HOHAHA-HMQC 3D experiment for two different pro- 
teins in the range 16- 18 kDa indicate that this experiment also is capable of generat- 
ing high-quality spectra for proteins in this molecular weight range. Based on our 
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experience with 2D HOHAHA experiments, it is expected that for proteins larger 
than about 20 kDa the sensitivity of the HOHAHA-HMQC 3D experiment will be- 
come too low for practical use. In contrast, the NOE experiment still works very 
well for many of these proteins and we therefore believe that the NOESY-HMQC 
experiment will be applicable to proteins significantly larger than 20 kDa. 

APPENDIX 

This appendix provides a theoretical description of the effects of the off-resonance 
water presaturation sequence used in the pulse scheme of Fig. 1. First will be consid- 
ered the excitation versus frequency profile of a rectangular pulse. Its frequency pro- 
file can be calculated explicitly from the transient solutions of the Bloch equations 
( 31) . For a pulse of length, tP, and of magnitude B, , an absorption-mode component 
is obtained which has a dependence on the resonance offset, y AB, given by 

A(v) = (BlI&)sin(-r&&) 

and a dispersion-mode signal, 

i-411 

D(v) = (B,AW&W - co~(~&m~p)l, [A21 
where B& = By + ( AB)2 and v = y( AB)/27r. 

An approximate excitation spectrum of a square pulse can be obtained by Fourier 
analysis, yielding 

and 

A’(u) = (Bi/AB)sin(yAB&) [A31 

D’(v) = (B,/AB)[l - cos(yABt,,)]. [A41 

Comparing Eqs. [Al ] and [ A21 with Eqs. [ A31 and [ A41 indicates that in the limit 
AB D B,, Fourier analysis of a square pulse gives the correct frequency response. 
Moreover, it is also easily verified that in this limit the magnitude of the frequency 
distribution, M(v) = [Am + D(v)~]“~, obtained by the solution of the Bloch 
equations is the same as that obtained by Fourier analysis. It follows that the magni- 
tude of the frequency distribution of any pulse train can be evaluated correctly by 
Fourier analysis as long as AB 9 B1. 

The off-resonance water suppression sequence considered in this appendix is of the 
form (e&e&@ * * - &k- 1 MA, where e “+ = 1 and where the duration of each 0 pulse, 
D, is set to 1 /( kSH20). In the sequence used for presaturation in Fig. 1, 6 = a/2 and 
k= 4. 

In order to evaluate the magnitude of the frequency distribution, M,s( v), of the 
sequence (e,e,e,,e,, . . . eck-r )&, n + 00 , this sequence is rewritten as 

5 vo4d2,h ...e(k-,)9)n06(t-mkD) 
M=--a 

=3’(e)@ 5 @t-mkD)=A(t), [A51 
M=-CC 
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where 6 is a dirac delta function defined as 

6(t-mkD)=O if t#mkD 

= 1 if t = mkD, [A61 
F(B) = (~&,&$~~~* - . 8+, ,Jn, and 0 is the convolution operator (32). The Fourier 
transform of A(t) gives 

FUA(OI = fl[F(@lI(kD) : SLY - ml(kD)l, 
m=--m 

I.471 

where FT( F( ~9)) is the Fourier transform of F( 8). 
In the derivation of Eq. [ A71 we have made use of the fact that the Fourier trans- 

form of the convolution of two functions is the product of their Fourier transforms 
(32) and that 

FT[ 5 6(t- mkD)] = l/(kD) ; 6[v- m/(kD)]. [A81 
m=-02 WI=-CX 

The expression for MWs ( v ) is given by 

Mws(v) = (~[F(e)l~[F(e)l*}/(kD) 5 a[v - W(kD)l, [A91 
ITI=-* 

where FT[F( 8)]* is the complex conjugate of FT[F( S)]. Equation [A91 can be 
readily evaluated to give 

00 
Mwdv) = C I(&/~m)sin(~mD/2)l 

m=-CC 
k- I 

x (k+2 z (k-p)cos[p(oD+~)]}‘%[v-w,/(2?r)], [AlO] 
p=l 

where w, = 2am/(kD). For the values of C$ and k used, g!~ = 7r/2 and k = 4, Eq. 
[A 10 ] reduces to a series of sidebands, centered 1 / (4 D) Hz upfield from the carrier 
and spaced 1 /D Hz apart with intensities that decrease asymmetrically with respect 
to offset from the central band. In particular, the intensity of the B, field associated 
with the mth sideband upfield from the carrier is given by 

~,~,w=2V%ibd4m- 3)1, [All1 
while the intensity of the B1 field associated with the mth sideband downfield of the 
carrier is given by 

B&n) = 2tiB,/[?r(4m - l)]. [A121 
The carrier frequency is chosen such that only the central band lies within the spec- 
trum. In the applications of this sequence, typically yB1 /2a = 10-l 5 Hz and the 
carrier is positioned 2000 Hz from the water resonance so that yAB/2?r = 2000 Hz. 
Therefore the condition that AB 4 B1, which is required for Eq. [ AlO] to be valid, is 
satisfied. Equation [A lo] has been derived in the limit as it + co. For finite values 
of n , Eq. [A 10 ] must be convoluted with a sine function which has a width of 2 / td 
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between the first zero-crossing points, where td is the duration of the pulse train (31). 
For typical values of td ( l-2 s) , this additional factor has no significant effect and can 
be neglected. 
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